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ABSTRACT

We propose a model to explain the dynamics of affective states that emerge during deep learning activities. The model predicts that learners in a state of engagement/flow will experience cognitive disequilibrium and confusion when they face contradictions, incongruities, anomalies, obstacles to goals, and other impasses. Learners revert into the engaged/flow state if equilibrium is restored through thought, reflection, and problem solving. However, failure to restore equilibrium as well as obstacles that block goals trigger frustration, which, if unresolved, will eventually lead to boredom. The major hypotheses of the model were supported in two studies in which participants completed a 32–35 min tutoring session with a computer tutor. Their affective states were tracked at approximately 110 points in their tutoring sessions via a retrospective affect judgment protocol. Time series analyses confirmed the presence of confusion–engagement/flow, boredom–frustration, and confusion–frustration oscillations. We discuss enhancements of the model to address individual differences and pedagogical and motivational strategies that are inspired by the model.
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1. Introduction

Efforts to learn difficult subject matter at deeper levels of comprehension involve a complex coordination of cognitive processes and affective states. Cognitive processes that underlie inference generation, causal reasoning, problem diagnosis, conceptual comparisons, and coherent explanation generation are accompanied by affective states such as irritation, frustration, anger, and sometimes rage when the learner makes mistakes, struggles with troublesome impasses, and experiences failure. On the other hand, positive affective states such as flow, delight, excitement, and eureka are experienced when tasks are completed, challenges are conquered, insights are unveiled, and major discoveries are made. Simply put, emotions are systematically affected by the knowledge and goals of the learner, as well as vice versa (Mandler, 1976, 1999; Stein & Levine, 1991). Cognitive activities such as causal reasoning, deliberation, goal appraisal, and planning processes operate continually throughout the experience of emotion. For example, flexibility, creative thinking, efficient decision-making, and conceptually-driven relational thinking have been linked to positive affect, while negative affect has been associated with narrower localized attention and stimulus-driven referential processing (Claro & Huntsinger, 2007; Fielder, 2001; Fredrickson & Branigan, 2005; Isen, 2008; Schwarz, in press).

The inextricable link between affect and cognition is a fundamental assumption adopted by the major theories of emotion. Although the contemporary theories of emotion (Barrett, 2009; Frijda, 2009; Izard, 2007; Russell, 2003; Scherer, 2009) convey general links between cognitive processes and affective states, they do not directly explain and predict the sort of emotions that occur during complex learning (described below in Scope of the Model subsection), such as attempts to master physics, biology, or critical thinking skills. Fortunately, theoretical frameworks that predict systematic relationships between affective and cognitive states during complex learning are beginning to emerge in the fields of psychology (Deci & Ryan, 2002; Dweck, 2002; Immordino-Yang & Damasio, 2007), education (Buff, Reusser, Rakoczy, & Pauli, 2011; Csikszentmihalyi, 1990; Huk & Ludwigs, 2009; Linnenbrink, 2006; Meyer & Turner, 2006; Schutz & Rakoczy, 2011; Conati & Maclaren, 2009; Forbes-Riley & Litman, 2010). Emotion research in education during the last century mainly focused on test anxiety or motivation-based traits, whereas researchers in the last decade have begun to investigate a much broader set of academic emotions. Pekrun (2010) has classified academic emotions into four categories that include achievement emotions, topic emotions, social emotions, and epistemic emotions. Achievement emotions (e.g., contentment, anxiety, and frustration) are linked to learning
activities (e.g., homework, taking a test) and outcomes (e.g., success, failure), whereas topic emotions are aligned with the learning topic (e.g., empathy for a protagonist while reading classic literature). On the other hand, social emotions such as pride, shame, and jealousy are not directly related to the topic but reflect the fact that educational activities are socially situated. Finally, epistemic emotions arise from cognitive information processing, such as surprise when novelty is encountered or confusion when the student experiences an impasse. According to the control—value theory, these academic emotions arise from cognitive appraisals of control over the learning task and value in the learning activity, with reciprocal connections between the emotions, their antecedents, and their consequents (Pekrun, 2006).

The emerging research on student emotions in classrooms focuses on a broad array of affective responses that are elicited in a number of learning contexts. Other research has focused on a more in-depth analysis of a smaller set of emotions that are arising during deep learning in more restricted contexts and over shorter time spans, from 30-min to 1.5 h (Baker, D’Mello, Rodrigo, & Graesser, 2010; Conati & Maclaren, 2009; Forbes-Riley & Litman, 2010; Rodrigo & Baker, 2011; Woolf et al., 2009). These learning contexts include a multitude of computer environments, such as preparation for high-stakes test taking, problem solving, reading comprehension, and essay writing. The emotions that appear to be prominent in these learning sessions include boredom, engagement/flow, confusion, frustration, anxiety, curiosity, delight, and surprise (see Calvo & D’Mello, 2011).

The definitions of most of these learning-centered affect states are well known, but confusion and engagement/flow require some clarification. Although most would agree that confusion is not a ‘basic’ emotion (e.g., anger, disgust, sadness, fear) (Ekman, 1992), there is some debate about classifying confusion as either an emotion (Keltner & Shiota, 2003; Rozin & Cohen, 2003; Silvia, 2009), an epistemic affective state (Pekrun, 2010), or a mere cognitive state (Clare & Huntsinger, 2007). The present paper considers confusion to be an epistemic affective state and refers to the entire set of states under consideration in this article (boredom, confusion, etc.) as affective states or cognitive-affective mixtures instead of emotions per se.

Engagement/flow is a cognitive-affective state that sometimes has a short time span, but at other times forms part of Csikszentmihalyi’s (1990) conception of flow (Baker et al., 2010). It is important to point out that a learner can be engaged without necessarily experiencing flow; for example, being engaged in order to avoid failure when one is anxious. Quite different from this form of engagement, we conceptualize engagement/flow as a state of engagement with a task such that concentration is intense, attention is focused, and involvement is complete. However, it need not involve some of the task-related aspects which Csikszentmihalyi (1975) associates with flow, such as clear goals, balanced challenge, or direct and immediate feedback. It also may not involve some of the aspects of Csikszentmihalyi’s conceptualization that refer to extreme intensity to the extent that there is time distortion or loss of self-consciousness. Such intense flow experiences would be welcome, but are rare in the learning environments under investigation in the present study.

The identification of the affective states that occur during learning is critical, but it could be argued that merely knowing what states occur has limited utility. What is missing is a specification of how these states evolve, morph, interact, and influence learning and engagement. An analysis of mood states during a learning session will not suffice, because states such as confusion, frustration, and delight arise and decay at much faster timescales (a few seconds) compared to moods (several minutes or a few hours) (Ekman, 1984; Rosenberg, 1998). Furthermore, an analysis that focuses on whether a learner is generally in either a positive or negative mood during an entire learning session is also unsatisfactory, because learners oscillate between positive and negative states throughout the session. What is required is a fine-grained analysis of the rapid dynamics of both positive and negative affective states that naturally occur during effortful learning activities. The present paper presents such a model and reports two studies that empirically test its major predictions.

2. A model of affective dynamics during learning

The proposed model highlights the critical role of cognitive disequilibrium in driving deep learning and inquiry. Cognitive disequilibrium is a state of uncertainty that occurs when an individual is confronted with obstacles to goals, interruptions of organized action sequences, impasses, contradictions, anomalous events, dissonance, incongruities, unexpected feedback, uncertainty, deviations from norms, and novelty. The importance of cognitive disequilibrium in learning and problem solving has a long history in psychology that spans the developmental, social, and cognitive sciences (Berlyne, 1978; Chinn & Brewer, 1993; Collins, Warnock, Aiello, & Miller, 1975; Festinger, 1957; Graesser & Olde, 2003; Laird, Newell, & Rosenbloom, 1987; Miyake & Norman, 1979; Piaget, 1952; Schank, 1999). The notion that cognitive disequilibrium extends beyond cognition and into emotions has also been acknowledged and investigated for decades (Festinger, 1957; Graesser, Lu, Olde, Cooper-Pye, & Whitten, 2005; Lazarus, 1991; Mandler, 1976; Piaget, 1952). What is less clear, however, is the trajectory of cognitive-affective states that are spawned by cognitive disequilibrium and how these trajectories impact learning and problem solving. It is this trajectory of affective states that is the focus of the present paper.

The proposed model posits that the complex interplay between external events that trigger impasses and obstacles that block goals, coupled with goal appraisal (Mandler, 1999; Stein & Levine, 1991), cognitive disequilibrium (Chinn & Brewer, 1993; Graesser, Lu et al., 2005; Graesser & Olde, 2003; Piaget, 1952), and impasse resolution (Siegel & Jenkins, 1989; VanLehn, Siler, Murray, Yamauchi, & Baggett, 2003), is the key to understanding the affective states that underlie complex learning. The model is presented in Fig. 1 in the form of a state transition network. The nodes (circles) in the figure represent the affective states (in parentheses) and their presumed causes (in bold). Links represent situations that trigger transitions between the different states. Solid links represent primary components of the model, whereas other (dashed) links are secondary.

The model assumes that learners are typically in a prolonged state of either (a) engagement/flow as they pursue the superordinate learning goal of mastering the material in the learning environment or (b) disengagement (boredom) when they abandon pursuit of the superordinate learning goal. When learners are deeply engaged, they attempt to assimilate new information into existing knowledge schemas. When new or discrepant information is detected, attention shifts to the discrepant information, the autonomic nervous system increases in arousal, and the learner experiences a variety of possible affective states, depending on the context, the amount of change, and whether important goals are blocked (Mandler, 1984, 1999; Stein & Levine, 1991).

Learners experience cognitive disequilibrium when they are confronted with a contradiction, anomaly, system breakdown, or error, and when they are uncertain about what to do next (Carroll & Kay, 1988; Graesser, Lu et al., 2005; Graesser & Olde, 2003; Siegel & Jenkins, 1989; VanLehn et al., 2003). Confusion is a key signature of the cognitive disequilibrium that occurs when an impasse is detected (Link 1A). Learners must engage in effortful problem solving activities in order to resolve the impasse and restore
equilibrium. The learner initiates a subgoal of resolving the impasse through effortful reasoning and problem solving. Equilibrium is restored when the source of the discrepant information is discovered and the impasse is resolved (Link 2A).

The above form of productive confusion associated with impasse resolution can be contrasted with hopeless confusion. Hopeless confusion occurs when the impasse cannot be resolved, the student gets stuck, there is no available plan, and important goals are blocked. The model hypothesizes that learners will experience frustration in these situations (Link 3). Furthermore, consistent with forced-effort theories of boredom (Larson & Richards, 1991; Robinson, 1975), persistent frustration may transition into boredom, a crucial point at which the learner disengages from the learning process (Link 4).

The model also hypothesizes some secondary links involving surprise and delight (dashed links in Fig. 1), in addition to the four major links (Links 1A, 2A, 3, and 4). Link 1B is activated when an event may be appraised as being unexpected, in which case the event evokes surprise (Link 1B). Confusion is triggered if the novelty resonates with an impasse (Link 1C).

In addition to the Confusion → Engagement/Flow link, which occurs when an impasse has been resolved, if the resolution triggers an achievement of an important goal or there is positive feedback on an action, then there is a positive emotion such as contentment or delight (Link 2B). The positive emotion eventually dissipates to the equilibrium state (Link 2C) where the superordinate goal of learning is resumed.

2.1. Scope of the model

It is important to define the scope of the proposed model. First, the model applies to learning at deeper levels of comprehension (deep or complex learning). Complex learning requires learners to generate inferences, answer causal questions, diagnose and solve problems, make conceptual comparisons, generate coherent explanations, and demonstrate application and transfer of acquired knowledge (Graesser, Ozuru, & Sullins, 2010). This form of learning is inevitably accompanied by failure, so the learner experiences a host of affective states. In comparison, they are presumably more affectively neutral in shallow learning sessions under similar task conditions.

Second, the model assumes that learners are in a base state of engagement and are actively processing the material for the impasse-driven dynamics to unfold. A radically different set of
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**Fig. 1. Hypothesized model of affect dynamics.**
affective trajectories are expected when the learner is bored or passively processing the material at shallower levels of comprehension. Such learners might experience persistent boredom or engage in non-productive activities such as zoning out, checking email, surfing the web, or talking to a friend. The model does not apply to these noncritical passive learners.

Third, the model focuses on a subset of the affective states that routinely arise during the comprehension of difficult subject matter in relatively short learning sessions (e.g., learning physics from a computer tutor or preparing for a standardized exam). From the standpoint of the four categories of emotions proposed by Pekrun (2010), this includes a subset of the achievement (e.g., boredom, frustration) and epistemic emotions (e.g., confusion). Social emotions and topic emotions, although critical to academic settings (Pekrun, 2010), are currently beyond the scope of the model.

2.2. Testing the model at multiple levels

The aforementioned model on affect dynamics can be tested at a number of levels of granularity. At a minimum, the hypothesized affective states (boredom, engagement/flow, confusion, frustration, delight, and surprise) should be observed at significant rates during complex learning activities such as studying for a test, reading difficult technical material, solving complex problems, or interacting with a computer or human tutor. This prediction has been supported in a number of studies that have tracked emotions in a number of contexts and with a variety of methodologies (see Calvo & D'Mello, 2011, for several such studies). One finding is that confusion, frustration, boredom, and engagement/flow are the major affective states that students experience across diverse learning contexts, student populations, and methods to track emotions. States such as surprise and delight are consistently observed, but with lower frequencies. Curiosity and anxiety are observed with relatively high frequencies, but only in some contexts (e.g., high level of intrinsic motivation for curiosity and high-stakes testing or being in the presence of a human tutor for anxiety).

At a finer level of granularity, the model predicts that events in the learning session serve as antecedents or elicitors of specific affective states. One example prediction is that impedes and anomalies trigger confusion and cognitive disequilibrium. Another is that events that block goals and the general unavailability of a plan (being stuck) yield frustration. These predictions have also been supported by existing data, a very small subset of which is summarized in this section. Consistent with the predictions of the model, it appears that contradictory statements in tutorial dialogs, hints (e.g., What about X?), and descriptions of system breakdowns all appear to be antecedents of confusion (D'Mello, Craig, Sullins, & Graesser, 2006; Graesser, Lu, et al., 2005). Similarly, negative feedback from a tutor as well as interruptions that block goals have been established as potential antecedents of frustration (D'Mello et al., 2006; Kapoor, Burleson, & Picard, 2007).

Testing the model at yet another level of granularity leads to the issue that is at the heart of this paper: what are the natural dynamics of the affective states? Specifically, the model hypothesizes the presence of particular transitions between the affective states and the absence of other transitions. Affective dynamics is an important phenomenon that has not received much emphasis, so tests of the predictions pertaining to affective transitions is an important step in validating the model.

An analysis at an even finer level of granularity would involve simultaneously testing both the predicted transitions as well as the events that are hypothesized to trigger these transitions. That is, for any particular predicted transition, one could assess the probability that the transition was triggered by event $E_1$ versus $E_2$, and so on. Although the coupling of transitions with events would ostensibly yield a more stringent test of the model than focusing on transitions alone, complications arise in some of the more naturalistic learning sessions. By naturalistic we simply mean that the events and affective states naturally evolve over the course of the interaction as opposed to being experimentally manipulated.

Some of the complications associated with naturally evolving affect include: (a) the relatively low frequencies and skewed distributions of some affective states, (b) difficulties in the temporal alignment of states and events (i.e., when no obvious cause can be associated to a transition), (c) the inability to make causal claims when multiple events occur in close temporal proximity, and (d) interpretation difficulties that arise when the valence of multiple events is not complimentary (e.g., providing negative feedback followed by a motivational statement). Unfortunately, these complications are the rules, rather than the exceptions, in naturalistic learning sessions, as in the case of the present research where students' affective states are tracked during interactions with a dialog-based computer tutor.

One possible way to alleviate these complications is to systematically manipulate the learning session in order to test the causal influences of critical events on particular transitions. For example, one can induce an affective state (the predicted source), generate an event (the predicted trigger), block the student's subsequent state (the predicted sink). Alternate source states and triggers can also be manipulated to serve as controls. This methodology would ostensibly solve a large number of the issues described above. Unfortunately, its significant limitation is that it does not provide any insights on the naturalistic dynamics of student affect, and the resulting manipulated events are sometimes awkward for bonafide learning environments. A methodology with manipulated events that run the risk of clashing with ecologically valid complex learning is incompatible with the goals of the present research.

In our view, the most defensible position is to test the model at all four levels of granularity. One can also introduce a fifth level where the model can be tested for its generalizability to different student populations, content areas, and learning environments. Testing the model at these levels will require a combination of correlational studies, randomized controlled experiments, field studies, and many others. This is an ambitious research program which far exceeds the scope of any single study. The goal of the present study is more modest, namely to test some claims about the dynamics of naturally evolving affective experiences. Our focus on affective transitions and not their causes is our attempt to test the model at a single level, knowing full well that additional experiments with more systematic manipulations and a simpler learning environment will be needed. We chose to focus on this level of analysis because failure to identify systematic transitions among affective states precludes testing at higher levels. Specifically, it is pointless to test causes of affect transitions if the transitions themselves do not spontaneously emerge. It should also be noted that previous studies (cited above) have verified some of the events that trigger particular states (e.g., negative feedback for frustration), so we have some idea as to the causes of some of the transitions.

2.3. Hypotheses and present studies

This study empirically tests four hypotheses of the model pertaining to transitions among affective states. Transitions involving delight and surprise were not addressed because these states are not at the crux of the model and do not occur with sufficient frequency in the learning environment we tested.

The first hypothesis, called the disequilibrium hypothesis (Hypothesis 1), states that learners in an engaged/flow state will experience cognitive disequilibrium and confusion when they detect
impasses (Link 1A). This hypothesis predicts the occurrence of transitions from engagement/flow to confusion and the absence of transitions from engagement/flow into frustration and boredom. By absence, we mean that a transition either, does not occur, is extremely rare, or its rate of occurrence is statistically indistinguishable from what could be expected by a random process (chance).

The second hypothesis is the productive confusion hypothesis (Hypothesis 2). According to this hypothesis, cognitive disequilibrium, impasses, and confusion provide learners with an opportunity to think, deliberate, and problem solve (Graesser & Olde, 2003; VanLehn et al., 2003). Confusion is alleviated and learners revert back to cognitive equilibrium if the problem solving process results in a resolution of the impasse. In contrast to productive confusion, the model hypothesizes that there should be a transition that resonates with hopeless confusion when learners cannot resolve an impasse (Hypothesis 3). Hence, the model supports links between confusion and engagement/flow (Hypothesis 2) and confusion and frustration (Hypothesis 3), but not confusion and boredom.

The fourth hypothesis, or the disengagement hypothesis (Hypothesis 4), states that persistent failure, which is related to frustration, eventually transitions into disengagement and boredom. According to this hypothesis there should be a transition from frustration to boredom (Link 4), but frustration should not transition into engagement/flow or confusion.

The model does not make any predictions for transitions that either emanate from the neutral state (Neutral → Affect) or terminate into the neutral state (Affect → Neutral). It also does not make explicit predictions for four affective transitions. These involve a transition from frustration to confusion and three transitions stemming from boredom. Transitions from frustration to confusion might occur if an additional impasse is reached, whereas a learner is more likely to stay frustrated when they are stuck. Transitions that stem from boredom are equally probable. A bored learner might be re-engaged if presented with an engaging stimulus or might become frustrated from having to endure the learning session. We explored these four possibilities even though they were not guided by any explicit predictions from the model. However, we did not consider transitions involving neutral because the present focus is on Affect → Affect transitions.

The four major hypotheses were tested in two studies in which college students interacted with a validated intelligent tutoring system called AutoTutor. AutoTutor helps learners construct explanations by interacting with them in natural language with adaptive dialog moves similar to human tutors, as will be described below (Graesser, Chipman, Haynes, & Olney, 2005). Both studies involved a 30–35 min learning session after which participants provided self-reported affect judgments at approximately 100 points in their tutoring sessions via a retrospective affect judgment protocol (Graesser et al., 2006). The likelihoods of the hypothesized transitions were assessed from these judgments. The purpose of the first study was to systematically test the predictions of the model, whereas the second study assessed the extent to which the findings replicated with a different version of AutoTutor and with some important methodological changes.

3. Brief description of the learning environment (AutoTutor)

AutoTutor is a fully automated tutor for Newtonian physics, computer literacy, and critical thinking (Graesser, Chipman, et al., 2005; Graesser et al., 2004). The impact of AutoTutor in facilitating the learning of deep conceptual knowledge has been validated in over a dozen experiments on college students (Graesser et al., 2004; VanLehn et al., 2007). Tests of AutoTutor have produced learning gains of 4–1.5 sigma (a mean of 8), depending on the learning measure, the comparison condition, the subject matter, and the version of AutoTutor. It should be pointed out that the amount of training time and the number of questions covered in the current studies were much less than previous studies that systematically assessed learning gains with AutoTutor. The goals of the present study were to analyze the affective states during learning from AutoTutor rather than assessing learning gains. Given the short amount of training time and the small number of questions covered, impressive learning gains were not expected, and systematic analyses on learning gains were not performed.

AutoTutor’s dialogs are organized around difficult questions and problems (called main questions) that require reasoning and explanations in the answers. The following is an example of a challenging question in computer literacy: “How can John’s computer have a virus but still boot to the point where the operating system starts?” In order to correctly answer a main question, students need to articulate 3–7 sentential expressions, which normally involves between 25 and 100 turns in a conversation. When presented with these questions, students typically respond with answers that are only one word to two sentences in length. In order to guide students in their construction of an improved answer, AutoTutor actively monitors learners’ knowledge states and engages them in a turn-based dialog. AutoTutor adaptively manages the tutorial dialog by providing feedback, pumping the learner for more information, giving hints, correcting misconceptions, answering questions, and summarizing answers.

The dialog for a difficult question is implemented over a number of conversational turns. Each turn of AutoTutor in the conversational dialog has three information slots (i.e., constituents). The first slot of most turns is short feedback on the quality of the student’s last turn. This feedback is either positive (e.g., “very good”, “bravo”), negative (e.g., “not quite”, “almost”), or neutral (e.g., “uh huh”, “okay”). The second slot advances the coverage of the ideal answer with either prompts for specific words (e.g., “X is a type of what?”), hints (e.g., “What can you say about X?”), assertions with correct information (e.g., “X is required for ______”), corrections of misconceptions, or answers to students’ questions (via information retrieval from a glossary or textbook). The third slot is a cue to the student for the floor to shift from AutoTutor as the speaker to the student. For example, AutoTutor ends each turn with a question or a gesture (rendered by the animated conversational agent) to cue the learner to do the talking. Discourse markers (e.g., “and also”, “okay”, “well”) connect the utterances of these three slots of information within a turn.

AutoTutor can keep the dialog on track because it is always comparing what the student says to anticipated input (i.e., the expectations and misconceptions in the curriculum script). AutoTutor assesses the conceptual quality of the learner’s response using state of the art natural language processing algorithms (Jurafsky & Martin, 2008). As the learner expresses information over many turns, the list of expectations is eventually covered and the main question is scored as answered. AutoTutor then presents students with the next main question in the series.

The AutoTutor interface along with a sample dialog between a college student and AutoTutor is presented in Fig. 2.

4. Study 1

4.1. Method

4.1.1. Participants

The participants were 28 undergraduate Psychology students from a mid-South university in the U.S. There were 5 males and 23 females. 37% of the students were Caucasian, 56% African-American, and 7% were classified as “Other”. The participants
received course credit for their participation. Prior coursework in computer literacy was not required.

4.1.2. Materials and equipment

Two computers were used for presentation and data capture. One of the computers handled the tutorial interaction, whereas the other computer was used to record a video of the participant’s face. Three channels of information were recorded and collected while participants interacted with AutoTutor on topics of computer literacy. First, an IBM® Blue Eyes Camera (Morimoto, Koons, Amir, & Flickner, 1998) was used for collecting data on facial movements at a fine-grained resolution. Second, body posture was tracked by the Body Pressure Measurement System (BPMS, version 5.23) developed by Tekscan Inc (Tekscan, 1997). Third, Camtasia Studio™, a screen capturing software package, recorded a video of the participant’s entire tutoring session with AutoTutor. The captured video also included an audio stream of the synthesized speech generated by the AutoTutor animated conversational agent.

4.1.3. Procedure

Participants interacted with AutoTutor version 2.0 for 32 min on one of three randomly assigned topics in computer literacy: hardware (N = 9), Internet (N = 10), or operating systems (N = 9). The three different topics were used to maximize content coverage rather than to systematically test for topic-related differences in affective profiles. The sessions were 32 min long because we were interested in obtaining 30-min tutorial sessions in addition to a 2-min introduction provided by AutoTutor. Sessions were terminated after 32 min to control for time on task across participants.

During the interaction the BPMS and the Blue Eyes camera recorded a video of the participants’ posture and face respectively. The computer’s display was recorded as well using the Camtasia screen capture software. After interacting with AutoTutor, the video streams from the AutoTutor screen (see Fig. 2) and the participant’s face were synchronized and displayed to the participants. The screen capture included the tutor’s synthesized speech, printed text, students’ responses, dialog history, and images, thereby providing the context of the tutorial interaction.

Participants completed some questionnaires (not relevant to present study) for 10–15 min after the tutorial session. Next, they provided judgments on their affective states by viewing the face and screen videos that were recorded during the tutorial session. The videos were synchronized and at the end of each 20-s interval, the two video streams were paused (freeze framed) and the participant was asked to provide judgments of the affective states they experienced at that instant (fixed judgments). If they were unsure of their state, they could rewind the window to the previous fixed point and replay the 20-s segment. Participants also designated any affective judgment they had experienced during the 20 s in between the previous pause and the current pause (spontaneous judgments) by manually pausing the videos and providing a judgment. Both fixed and spontaneous judgments occurred simultaneously over a single pass of the face and screen videos.

Participants were provided with a checklist of seven states for them to mark along with definitions of the states. The definitions were present on a piece of paper that participants retained throughout the affect judgment procedure. The experimenter answered any questions pertaining to these definitions prior to commencing the procedure.

Boredom was defined as “being weary or restless through lack of interest”. Confusion was defined as “a noticeable lack of understanding”, whereas engagement/flow was a “state of interest that results from involvement in an activity”. Frustration was defined as “dissatisfaction or annoyance”. Delight was “a high degree of satisfaction”. Surprise was “wonder or amazement, especially from the unexpected”. Neutral was defined as “no apparent emotion or feeling”. The affect judgments were not based on these definitions alone but on the combination of videos of their faces, contextual cues via the screen capture, the definitions of the emotions, and their recent memories of the interaction.

It is important to mention three important points pertaining to the present affect judgment methodology. This procedure was adopted because it affords monitoring participants’ affective states at multiple points, with minimal task interference, and without participants knowing that these states were being monitored while completing the learning task. Second, this retrospective affect judgment method has been previously validated (Rosenberg & Ekman, 1994), and analyses comparing these offline affect judgments with online measures encompassing self-reports and observations by judges have produced similar distributions of emotions (Craig, D’Mello, Witherspoon, & Graesser, 2008; Craig, Graesser, Sullins, & Gholson, 2004). Third, the offline affect annotations obtained via this retrospective protocol correlate with online recordings of facial activity and gross body movements in expected directions (D’Mello & Graesser, 2010). Although no method is without its limitations, the present method appears to be a viable approach to track emotions at a relatively fine-grained temporal resolution.

4.1.4. Data treatment

4.1.4.1. Preparing time series of affective responses. The retrospective affect judgment procedure yielded 2547 fixed judgments and
430 spontaneous judgments, collectively yielding 2977 self-reported affect judgments for the 28 participants’ AutoTutor sessions. On average there were 91 (SD = 10) fixed judgments and 17 (SD = 14) spontaneous judgments per participant. Since the goal of the present analyses is to analyze affect transitions across each participant’s entire AutoTutor session, both fixed and spontaneous judgments were analyzed together rather than in isolation. On average there were 106 total judgments from each participant (SD = 9).

There were 483 instances of boredom, 593 engagement, 533 confusion, 335 frustration, 849 neutral, 94 delight, and 80 surprise. We analyzed the proportional occurrence of the affective states experienced by the 28 learners. A repeated measures ANOVA indicated that there was a statistically significant difference in the distribution of states, F(6, 162) = 10.81, MSe = .023, p < .001, partial eta-square = .286. Bonferroni post-hoc tests revealed that the proportional occurrence of boredom (M = .180, SD = .140), confusion (M = .180, SD = .127), engagement (M = .199, SD = .161), frustration (M = .114, SD = .107), and neutral (M = .288, SD = .248) were on par and significantly greater than delight (M = .032, SD = .038) and surprise (M = .027, SD = .028), which were equivalent to each other.

A time series that preserved the temporal ordering of the affective states was constructed for each participant. On average, there were 106 elements per time series (SD = 9). Since the goal of this paper is to investigate transitions between different states, and not persistence in the same state, the data was recoded to eliminate repetitions between states. For example, the sequence X → Y → Y → Z was converted to X → Y → Z. This process reduced the length of the time series to 1796 states with a mean of 64 states per participant (SD = 19). On average, there was a state transition every 32.4 s (SD = 11.2). The recoding process did not alter the distribution of the affective states.

4.1.4.2. Computing transition likelihoods. We developed a likelihood metric to compute the likelihood of a transition between any two affective states in order to test the major hypotheses of the model. The metric can be represented as \( L(M_t \rightarrow M_{t+1}) \), where \( M_t \) is the state at time \( t \) (the current state), \( M_{t+1} \) is the next state at \( t+1 \). We motivate the likelihood metric by contrasting it with the conditional probability of a transition to \( M_{t+1} \) given that the immediate state is \( M_t \) (see Eq. (1)). Although conditional probabilities are suitable for exploring the strength of association between \( M_t \) and \( M_{t+1} \), they do so relative to \( M_t \). However, if a particular \( M_{t+1} \), say boredom (B), is very frequent, the conditional probability \( P(B|M_t) \) will be high because \( P(B|M_t) \) is proportional to the frequency of boredom (also known as base rate).

\[
Pr(M_{t+1}|M_t) = \frac{Pr(M_{t+1} \cap M_t)}{Pr(M_t)}
\]

(1)

The likelihood metric addresses the influence of base rate by penalizing associations that are not greater than an expected amount of association. Formally, the likelihood metric is defined as:

\[
L(M_t \rightarrow M_{t+1}) = \frac{Pr(M_{t+1}|M_t) - Pr(M_{t+1})}{1 - Pr(M_{t+1})}
\]

(2)

The reader may note significant similarity to Cohen’s \( \kappa \) kappa for agreement between raters (Cohen, 1960) and indeed the likelihood metric can be justified in a similar fashion. The definition of Cohen’s \( \kappa \) is listed in Eq. (3).

\[
\kappa = \frac{Pr(A) - Pr(E)}{1 - Pr(E)}
\]

(3)

In Eq. (3), \( Pr(A) \) is the agreement between two raters, and \( Pr(E) \) is the expected agreement. So \( \kappa \) removes the agreement expected by chance and then normalizes by the total possible agreement (1: perfect agreement) minus expected agreement. The likelihood metric proceeds in the same way, however, rather than agreement, we use conditional probability as a measure of association (see Eq. (2)). The expected degree of association is \( Pr(M_{t+1}|M_t) \), because if \( M_{t+1} \) and \( M_t \) are independent, then \( Pr(M_{t+1}|M_t) = Pr(M_{t+1}) \). Therefore, the numerator of Eq. (2) equals the degree of association observed minus the degree of association expected under independence. If the observed degree of association is higher than that expected under independence, then the numerator will be positive (a positive association). If the observed association is equal to that expected under independence, then the numerator will be zero (no association). Finally, if the observed association is less than that expected under independence, the numerator will be negative (a negative association). Thus the sign and the magnitude of \( L \) is intuitively understandable as the direction and size of the association between \( M_{t+1} \) and \( M_t \), accounting for the base rate of \( M_{t+1} \).

4.2. Results and discussion

Eq. (2) was used to compute the likelihoods of all possible state transitions excluding repetitions between states. This yielded \( 7 \times 6 \) or 42 possible transitions. Raw frequencies of these states transitions after summing over all participants are presented in the Appendix. Instead of focusing on all 42 transitions, significance testing was performed on the eight theoretically specified state transitions. These included four transitions that were hypothesized to occur above chance (Engagement/Flow → Confusion, Confusion → Engagement/Flow, Confusion → Frustration, and Frustration → Boredom) and four transitions whose occurrence was expected at chance levels (Engagement/Flow → Boredom, Engagement/Flow → Frustration, Confusion → Boredom, and Frustration → Engagement/Flow). We performed one-sample, \( t \)-tests to test whether likelihoods were significantly greater than or equivalent to zero (no relationship between immediate and next state).

Descriptive statistics on the likelihood of the transitions and the results of the \( t \)-tests are presented in Table 1. It should be noted that there is some variation in the degrees of freedom for each test reported in Table 1, because some of the learners did not report experiencing all the states. In particular, while all 28 learners experienced at least one episode of confusion, this was not the case for the other states. Four learners never experienced engagement/flow, three did not report any episodes of frustration, and two learners never reported being bored during the task. Hence, it was not possible to compute transitions emerging from these states for those learners.

4.2.1. Testing occurrence of predicted transitions

Hypothesis 1, or the disequilibrium hypothesis, predicts the existence of a transition from engagement/flow to confusion but not to boredom or frustration (i.e., this transition should not occur or should occur at chance rates). The results confirmed this hypothesis as the Engagement/Flow → Confusion was significant with a medium to large effect size (Cohen, 1992), whereas the Engagement/Flow → Boredom and Engagement/Flow → Frustration transitions occurred at chance levels.

Hypotheses 2 and 3, the productive confusion and hopeless confusion hypotheses, respectively, were also confirmed by the fact that the Confusion → Engagement/Flow and Confusion → Frustration transitions significantly occurred. Hence, engagement/flow and frustration are the consequences of productive and hopeless confusion, respectively. The results also confirmed that the
Confusion → Boredom transition occurred at chance levels, which is in line with the predictions of the model. The marginally significant transition between frustration and boredom partially supports the disengagement hypothesis (Hypothesis 4), which states that persistent failure and the associated frustration will eventually transition into boredom. Furthermore, as expected, the frustration to engagement/flow transition was not significant.

4.2.2. Additional patterns
Although the model does not explicitly predict a Frustration → Confusion transition and any transitions from boredom, we tested these transitions as well. As could be expected, the Boredom → Confusion transition occurred at chance levels. Hence, boredom is not a precursor to cognitive disequilibrium and confusion and some level of engaged concentration is needed for an impasse to be detected. But contrary to our expectations, the Boredom → Frustration transition was significant, suggesting that bored learners might experience frustration from having to endure the learning session despite their ennui; this pattern is consistent with the forced-effort model of boredom (Larson & Richards, 1991).

The results also revealed that the Frustration → Confusion and Boredom → Engagement/Flow transitions, although not significant, had likelihood scores that were consistent with small effects. Study 2 tested whether these unpredicted patterns were noteworthy or spurious, and whether the predicted patterns were also observed.

5. Study 2
The results from Study 1 supported the major hypotheses of the model. We attempted to replicate these findings in Study 2, which was similar to Study 1, but with two important differences. While participants in Study 1 interacted with the traditional typed-input version of AutoTutor, Study 2 participants spoke their responses to a new spoken-input AutoTutor. It should be noted that previous experiments comparing the typed- and spoken-input versions of AutoTutor showed gains in deep learning for both conditions and an equivalence in learning gains across conditions (D’Mello, King, & Graesser, 2010).

The second difference between the two studies pertains to the retrospective affect judgment protocol. While participants in Study 1 provided affect judgments every 20 s and in-between each 20-s block, participants in Study 2 provided judgments at three pre-selected points plus some random points in the tutorial session (described below). This alternate aperiodic affect-polling schedule was adopted in order to avoid concerns that the periodic nature of the affect sampling in Study 1 (every 20 s) inadvertently influenced the results. For example, these fixed 20-s points might correspond to instances where there is not much activity and other sampling methods might yield a different distribution of affective states and alternate transitions between the states.

5.1. Method
5.1.1. Participants
The participants were 30 undergraduate students (13 male and 17 female) from a mid-south university in the U.S. who participated for course credit. Prior coursework in computer literacy was not required.

5.1.2. Materials and equipment
5.1.2.1. Sensory data recording. The setup in Study 2 was the same as Study 1 with the exception that participants used a set of headphones that included a microphone. The recorded video also captured participants’ spoken responses to the tutor, so they could hear their speech, the tutor’s speech, and view videos of their faces while making their affect judgments.

5.1.3. Procedure
Similar to Study 1, participants interacted with the spoken-input AutoTutor for 35 min on one of three randomly assigned topics in computer literacy (same topics as Study 1). Affect ratings were obtained at three specific types of judgment points: (1) a few seconds after AutoTutor completed a dialog move (tutor move), (2) immediately before the learner started expressing his or her spoken response to the tutor (student move), and (3) other randomly selected points in the dialog (random point). We focused on obtaining judgments corresponding to student and tutor moves because these represent key instances in the tutorial session. Note that there is a gap between the completion of the tutor move and the student’s response because the student needs to deliberate in order to respond to the tutor’s question. Random points were also selected to ensure an even distribution across the session and to capture those moments of student thought and deliberation (i.e., when neither the student nor the tutor are speaking or preparing to speak).

The observation sampling points were selected by first obtaining all available points corresponding to tutor and student moves and randomly selecting 33 judgment points each, thereby yielding 66 affect judgment points corresponding to student and tutor moves. An additional 33 points were randomly selected from the entire tutoring session; these points did not correspond to any particular tutor or student action. Participants provided affective ratings at these 99 judgment points. These constituted the fixed judgment points. Similar to Study 1, the participants could stop the video at any time and make a spontaneous judgment.

5.1.4. Data treatment
5.1.4.1. Preparing time series of affective responses. The retrospective affect judgment procedure yielded 2716 fixed judgments and 383 spontaneous judgments, collectively yielding 3099 self-reported affect judgments for the 30 participants’ AutoTutor sessions. On average there were 91 (SD = 2) fixed judgments and 17 (SD = 13) spontaneous judgments per participant. The average number of total judgments per participant was 103 (SD = 14).

There were 574 instances of boredom, 708 engagement/flow, 596 confusion, 409 frustration, 583 neutral, 160 delight, and 69 surprise. A repeated measures ANOVA indicated that there was a significant difference in the proportional distribution of affective...
states, \( F(6, 174) = 10.94, \text{MSE} = .017, p < .001, \) partial eta-square = .274. Bonferroni post-hoc tests revealed that boredom (\( M = .190, \text{SD} = .158 \)), confusion (\( M = .188, \text{SD} = .097 \)), engagement/flow (\( M = .232, \text{SD} = .199 \)), frustration (\( M = .129, \text{SD} = .086 \)), and neutral (\( M = .189, \text{SD} = .132 \)) were the major states experienced; delight (\( M = .051, \text{SD} = .068 \)) and surprise (\( M = .021, \text{SD} = .023 \)) were comparatively rare. The distribution of states was similar to Study 1.

Time series constructed for each participant’s data had a mean length of 103 states (SD = 14). Time series that were recoded to eliminate repetitions between states had a total of 1957 states with a mean of 64 states per participant (SD = 15.2). On average, there was a state transition every 32.8 s (SD = 9.58). This is equivalent to the 32.4 mean transition length obtained in Study 1. Recoding the time series did not alter the distribution of states. These results indicate that despite the methodological changes in Study 2, the time series did not alter the distribution of states. These results indicate that despite the methodological changes in Study 2, the productive confusion and hopeless confusion (Engagement/flow), or simply give up and disengage (boredom). The major predictions of the model were verified in two studies that assessed the incidence and transition likelihoods of naturally occurring affective states.

5.2. Results and discussion

We repeated the likelihood analyses to determine whether the patterns detected in Study 1 were replicated in Study 2. Raw frequencies of the 42 transitions summed over all 30 participants are presented in the Appendix. The subsequent discussion focuses on testing likelihoods associated with the predicted transitions.

5.2.1. Testing occurrence of predicted transitions

The results indicated that, with one exception, the major predictions of the model were supported in Study 2 (see Table 2). In particular, the Engagement/Flow \( \rightarrow \) Confusion transition significantly occurred, whereas the Engagement/Flow \( \rightarrow \) Frustation and Engagement/Flow \( \rightarrow \) Boredom transitions occurred at chance levels, thereby supporting the disequilibrium hypothesis (Hypothesis 1). The Confusion \( \rightarrow \) Engagement/Flow and Confusion \( \rightarrow \) Frustration transitions were also significant, while the Confusion \( \rightarrow \) Engagement/Flow transition occurred at chance levels, thereby confirming the productive confusion and hopeless confusion hypotheses (Hypotheses 2 and 3, respectively).

The disengagement hypothesis (Hypothesis 4) was partially supported in Study 2. As predicted, the Frustration \( \rightarrow \) Boredom transition was significant. However, although the model predicts that a Frustration \( \rightarrow \) Engagement/Flow transition should not occur, this transition was significant with a small to medium effect size.

### Table 2

| Transition likelihoods for Study 2. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Transition | Descriptives | One-sample t-test |
| Factor | N | M | SD | t | DF | p | d |
| **Excitatory** | | | | | | | |
| Flow \( \rightarrow \) Confusion** | 28 | .179 | .277 | 3.41 | 27 | .002 | .645 |
| Confusion \( \rightarrow \) Flow* | 30 | .103 | .226 | 2.49 | 29 | .019 | .454 |
| Confusion \( \rightarrow \) Frustration* | 30 | .076 | .152 | 2.74 | 29 | .010 | .500 |
| Frustration \( \rightarrow \) Boredom* | 29 | .078 | .205 | 2.06 | 28 | .049 | .382 |
| **Inhibitory/baseline** | | | | | | | |
| Flow \( \rightarrow \) Boredom | 28 | -.030 | .158 | -1.00 | 27 | .324 | -.190 |
| Flow \( \rightarrow \) Frustration | 28 | -.006 | .158 | -.194 | 27 | .848 | -.037 |
| Confusion \( \rightarrow \) Boredom | 30 | .030 | .221 | .734 | 29 | .469 | .134 |
| Frustration \( \rightarrow \) Flow** | 30 | .111 | .263 | 2.27 | 28 | .031 | .422 |
| **No prediction** | | | | | | | |
| Frustration \( \rightarrow \) Confusion | 29 | .045 | .218 | 1.10 | 28 | .280 | .205 |
| Boredom \( \rightarrow \) Confusion | 30 | .095 | .296 | 1.75 | 29 | .090 | .320 |
| Boredom \( \rightarrow \) Flow | 30 | .034 | .283 | .654 | 29 | .518 | .119 |
| Frustration \( \rightarrow \) Frustration** | 30 | .084 | .222 | 2.06 | 29 | .049 | .376 |

Notes. **p < .05. Flow refers to Engagement/Flow.

This transition was not significant in Study 1, hence, its presence in Study 2 could be attributed to some of the methodological changes. We suspect that transitions from Frustration \( \rightarrow \) Boredom are a result of being unable to resolve an impasse after considerable effort has been invested (consistent with the model). On the other hand, Frustration \( \rightarrow \) Engagement/Flow transitions might occur when frustration is caused by temporary, yet irritating, speech recognition problems; the learner reverts back into the engaged state once the system is able to comprehend his responses. However, these speculations need to be confirmed in future analyses.

5.2.2. Additional patterns

Out of the four transitions for which the model does not make any explicit predictions, the Boredom \( \rightarrow \) Transition transition was statistically significant. This transition was also significant in Study 1, indicating that the link between boredom and frustration is quite reliable (average \( d = .43 \)). Hence, persistent boredom begets frustration.

One surprising finding was that the Boredom \( \rightarrow \) Confusion transition, although not significant, occurred with some regularity in Study 2 but not Study 1. In contrast, the Boredom \( \rightarrow \) Engagement/Flow transition had a non-significant but non-zero likelihood in Study 1, but was substantially less prevalent in Study 2. This pattern, which was not consistently observed in both studies, might be attributed to methodological differences across studies or some other spurious factor. Hence, we do not put too much stock in these transitions.

It is interesting that the Frustration \( \rightarrow \) Confusion transitions were not significant in either study, but did show non-zero likelihoods (\( M = .045 \) for both studies). This pattern is intuitively plausible because a frustrated learner might transition into confusion if an additional impasse is detected. It might be the case that the small sample sizes in these studies did not yield the requisite power to detect this small effect, so replication with a larger sample is warranted.

6. General discussion

We have presented a model of affective dynamics that is theoretically grounded in perspectives highlighting the importance of goal appraisal, cognitive disequilibrium, and impasse resolution during learning and problem solving. The model provides an analysis of the dynamics of affective states that learners experience when they encounter novelty (surprise), experience impasses (confusion), diagnose what went wrong (confusion), make mistakes, get stuck (frustration), discover a relevant insight (with delight and possibly eureka), get re-engaged (possibly in an engaged and flow-like state), or simply give up and disengage (boredom). The major predictions of the model were verified in two studies that assessed the incidence and transition likelihoods of naturally occurring affective states.

With the exception of delight and surprise, which were comparatively rare, an analysis of the distribution of affective states across both studies indicated that complex learning was rife with experiences of engagement/flow, confusion, boredom, and frustration. Specifically, although the neutral state was also reported with non-zero frequencies, the six affective states comprised the majority of the observations (71.2% and 81.1% in Study 1 and 2, respectively). Complex learning is indeed an emotionally charged experience.

In addition to the incidence of the affective states, our results indicate that learners do not randomly shift between emotions. In stark contrast, there appears to be some systematicity in how learners transition between different affective states, and we
proposed and evaluated a model aimed at capturing some of these affective dynamics. Although the major predictions of the model were confirmed in two studies, the analyses also suggested that the model needs to be expanded to include a Boredom → Frustration link and perhaps even a Frustration → Confusion link. The revised model is presented in Fig. 3.

The revised model supports the assertion that students in the state of engagement/flow are continuously being challenged within their zones of optimal learning (Brown, Ellery, & Campione, 1998; Vygotsky, 1978) and are experiencing two-step episodes alternating between confusion and insight (Hypotheses 1 and 2). In contrast to these presumably beneficial engagement/flow → confusion → engagement/flow cycles, there are the harmful oscillations between boredom and frustration (Hypothesis 4 augmented to include a Boredom → Frustration transition). There are also recurrent oscillations between confusion and frustration when a confused learner gets stuck and experiences frustration, which can trigger confusion if an additional impasse is detected (Hypothesis 3 augmented to include a Frustration → Confusion transition).

The subsequent discussion focuses on some of the broader issues stemming from this research. These include a discussion on the central role of confusion and cognitive disequilibrium during deep learning, implications of our results for pedagogical strategies, and a discussion of limitations and possible resolutions.

6.1. Central role of confusion and cognitive disequilibrium in deep learning

A major assumption of the model is that impasses and the resultant cognitive disequilibrium and confusion are precursors to deep learning (Graesser, Lu, et al., 2005; Graesser & Olde, 2003; VanLehn et al., 2003). Although this research did not explicitly address learning gains, there is some evidence to support this assumption. In particular, previous research has correlated confusion (and uncertainty) with positive learning outcomes in computer and human tutoring contexts (Craig et al., 2004; D’Mello & Graesser, in press; Forbes-Riley & Litman, 2010; Graesser, Chipman, King, McDaniel, & D’Mello, 2007; VanLehn et al., 2003). There is also some evidence to suggest that deep learning cannot be satisfactorily achieved without impasses and confusion. For example, VanLehn et al. (2003) reported that the learning of physics concepts was rare when students did not reach an impasse, irrespective of quality of the explanations provided by tutors.

It is important to note that learning is presumably not directly caused by confusion, but rather by the cognitive activities (e.g., impasse resolution, causal reasoning) that accompany it. We recently tested this hypothesis by conducting two experiments in which confusion was induced while participants performed a device comprehension task (understanding how devices such as toasters and doorbells work from technical illustrated texts) (D’Mello & Graesser, submitted for publication). The manipulation consisted of presenting participants with descriptions of device malfunctions (e.g., “When a person rang the bell there was a long ding and then no sound was heard”) and asking them to diagnose the problem. A second-by-second analysis of the dynamics of confusion yielded two characteristic trajectories that successfully distinguished those individuals who partially resolved their confusion over the course of diagnosing the breakdowns from those who remained confused. Importantly, individuals who partially resolved their confusion demonstrated significantly better device comprehension from individuals who remained confused.

6.2. Pedagogical implications of results

A major assertion that emerges from the model is that learning environments need to substantially challenge students in order to elicit critical thought and deep inquiry. It is a somewhat counter-intuitive claim that pedagogical tactics that challenge, perplex, and productively confuse learners are stimulating alternatives to the typical shallow information delivery systems that are comfortable to passive noncritical learners. Nevertheless, confusion is an affective state that correlates with learning gains because it accompanies impasses and the resulting deep thinking. Students are in a low state of arousal and in cognitive equilibrium when they are in comfortable learning environments involving passive reading and accumulating shallow facts without challenges. However, this does not yield deep learning. In contrast, deep learning is much higher in conditions that present challenges to inspire deep inquiry.

A tutor (human or artificial) that assumes that Engagement/Flow ↔ Confusion oscillations are beneﬁcial to learning can induce confusion in order to jolt students out of their base state of passively attending to the tutoring session. This will place learners in a state of cognitive disequilibrium in which they will have to
stop, think, reason, and be active problem solvers. One indirect way to induce confusion involves introducing new complex topics or concepts, which will hopefully cause the student to reengage with the material at a deeper level. Perhaps a more direct method to induce confusion would be to intentionally cause discrepancies that challenge students’ existing mental models and prior knowledge. For example, we have successfully induced confusion by presenting participants with descriptions of device malfunctions (D’Mello & Graesser, submitted for publication) and by introducing contradictions in tutorial dialogs (Lehman et al., 2011).

If these manipulations succeed and the student is confused, then the tutor needs to help the learner manage his confusion. Perhaps the most promising strategy to scaffold confusion is one recommended by VanLehn in his research on impasses during learning (VanLehn et al., 2003). This strategy takes effect when confusion is detected and it entails: (a) prompting the student to reason and arrive at a solution, (b) prompting the student to explain their solution, and (c) providing the solution with an explanation only if the student fails to arrive at an answer. This strategy places the onus on the shoulders of the students and capitalizes on the benefits of impasses, confusion, and self-explanations.

It is important, however, that the VanLehn strategy should be tailored to the individual learner because these interventions might backfire and the learner might get frustrated and eventually disengage. Successful learners might be allowed to work out their own confusion in a discovery learning environment (Bruner, 1961; Vavik, 1993) that requires self-regulated cognitive activities. An alternative method would systematically scaffold the student out of the confused state. This method would presumably work better for learners with lower domain knowledge and lower ability to self-regulate their learning activities.

Pedagogical interventions would also be required to help learners regulate negative states such as frustration and boredom. Frustration regulation is particularly important because there is evidence for oscillations between frustration and boredom. If the affective state of frustration is detected, then the tutor could respond by changing its dialog strategies to include more direct feedback, assertions, and corrections of detected misconceptions. The tutor might also convey a degree of empathy to alleviate frustration (Lepper & Woolverton, 2002; Woolf et al., 2009). If the learner is bored, then the tutor should engage the learner in a task that increases interest and cognitive arousal, provides options of choice to increase perceived control, or provides a challenge (Csikszentmihalyi, 1975; Lepper & Woolverton, 2002; Pekrun, Goetz, Daniels, Stupnisky, & Raymond, 2010).

6.3. Limitations and future work

It is important to acknowledge five limitations of this research. One limitation is that the current model and reported data do not explicitly address individual differences in the manner in which learners experience and regulate their affective states. One important individual differences pertains to the causes that students attribute their emotions to (Jarvenoja & Jarvela, 2005). Attribution theory predicts that an impasse could be attributed to either an external cause (e.g., a problem in the learning material) or an internal cause (e.g., lack of student knowledge and effort) (Heider, 1958; Weiner, 1986). Such attributions should have an impact on the manner in which learners attempt to regulate confusion and other emotions. Causal attributions of failure also play a role on how frustration is regulated. Some learners blame themselves and go down a negative spiral. Others regard the failure as temporary and want to conquer the challenge.

Individual differences in academic risk taking, self-efficacy, and motivation (Bandura, 1997; Clifford, 1988; Meyer & Turner, 2006; Zimmerman, 2000) are expected to play a role in how learners regulate their confusion. Mastery orientated learners, academic risk takers, and individuals with high self-efficacy will presumably regulate their confusion through effortful problem solving and cognitive deliberation. In contrast, cautious learners and learners with low self-efficacy might detect the impasses but be hesitant to step up and confront their confusion because of self-doubt and the threat of failure. These learners are also more likely to experience feelings of hopelessness and disengage when they get confused. In terms of motivation, performance-oriented students who lack intrinsic motivation might show a tendency to ignore experiences of confusion and simply forge ahead without directly confronting the underlying source of their perplexity (Pekrun, Elliot, & Maier, 2006).

The second limitation of this research is that the analyses did not consider the causes of some of the critical state transitions (i.e., links in Fig. 1) by analyzing the tutor’s log files. There were two complications with the present data that precluded a more detailed evaluation of the model. One problem is that there are substantially more affective state reports (approximately 3000) than dialog events. Hence, a majority of the transitions do not have an intervening dialog move which can be examined to identify a causal link between affective transitions. A different challenge occurs for the few transitions that have a dialog event that could serve as a potential trigger for the transition. The problem arises when two or more events occur in close succession, which is more the rule than the exception with AutoTutor. This is a problem because it is difficult or impossible to determine which event influenced the state transition. For example, consider a situation where a student in some affective state submits a response, the tutor assesses this response, deems it to be of high quality, and provides positive feedback, followed by a hint to advance the dialog. The student then reports being in a different affective state. This entire chain of events (original affective state → student answer → positive feedback → hint → new affective state) transpires over a few seconds, so it is difficult to attribute the transition to any one of the three intervening events. It is possible to consider combinations of events as potential causes of state transitions. However, the large number of possible combinations is incompatible with the available data in small datasets that capture naturalistic tutorial interactions.

The third limitation is that we did not systematically analyze transitions involving the neutral state. To be clear, the neutral state was included in the time series that we analyzed (see Appendix), but we did not perform any additional statistical analyses on Affect → Neutral and Neutral → Affect transitions. Transitions involving neutral, particularly Affect → Neutral transitions, were not considered because the presumably numerous causes for these transitions (e.g., the learner suppresses the emotion, the emotion is reappraised, the emotion naturally dissipates, the emotion dissipates because the student gets distracted by some event) are beyond the scope of the present model. Refining the model to include some of these causes is an important item for future work.

The fourth limitation pertains to potential concerns with the present methodology. Although this method has several advantages (see Method of Study 1), it is limited by the learner’s ability and sensitivity to his or her emotions, as well as by the learner’s desire to be honest. Social biases may also affect how learners report their affective states. For example, a learner might be unwilling to report confusion or frustration, due to the obvious negative connotations associated with these states. Another limitation of this method is that it is restricted to consciously accessible affective states, and overlooks unconscious feelings and background moods.

The fifth limitation pertains to the generalizability of our findings. The proposed model was tested on the sample...
population of students (undergraduate psychology majors from a southern University in the US), with similar methods, and with one particular tutoring system, namely AutoTutor. This raises the question of whether the model would be supported when different populations of students engage in alternate learning contexts (e.g., reading textbook or interacting with other computer-based learning systems), and when alternate methods are used to track their emotions such as online emote-alouds (Craig et al., 2008) or observations by external judges (Rodrigo & Baker, 2011).

In summary, the five limitations of this research are that we have not explicitly addressed individual differences, we have not linked the affect transitions to their causes (dialog moves) and effects (learning), transitions involving neutral were not considered, there were some methodological concern, and we have not explicitly addressed individual differences, we have not addressed the generalizability of the findings. These issues will of course never be addressed in a single study and call for a larger program of research, which we are currently pursuing. Ongoing research plans along this front include: (a) developing an enhanced model that specifies how individual difference influences state transitions via testable hypotheses, (b) conducting experiments to systematically induce affect transitions (e.g., repeatedly providing negative feedback or intentionally inducing confusion), (c) expanding the model to include transitions involving the neutral state, (d) empirically testing the enhanced model with longer tutorial sessions so that deep learning gains can be accurately measured, and (e) testing the model on new populations in different learning contexts and with alternate methodologies to track affect.
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Appendix

Frequency of transitions between states for Studies 1 and 2. Observed frequencies of state transitions (after correcting for base rates) and which are discussed in the paper are bolded (see Tables 1 and 2).

<table>
<thead>
<tr>
<th>Current State</th>
<th>N</th>
<th>Next State</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flow</td>
<td>Con</td>
</tr>
<tr>
<td>Study 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flow</td>
<td>373</td>
<td>120</td>
</tr>
<tr>
<td>Confusion</td>
<td>354</td>
<td>116</td>
</tr>
<tr>
<td>Frustration</td>
<td>245</td>
<td>62</td>
</tr>
<tr>
<td>Boredom</td>
<td>288</td>
<td>71</td>
</tr>
<tr>
<td>Delight</td>
<td>85</td>
<td>20</td>
</tr>
<tr>
<td>Surprise</td>
<td>78</td>
<td>22</td>
</tr>
<tr>
<td>Neutral</td>
<td>373</td>
<td>75</td>
</tr>
</tbody>
</table>

| Study 2       |     |     |     |     |     |     |
| Flow          | 353 | 102 | 56  | 59  | 21  | 14  | 94  |
| Confusion     | 415 | 95  | 93  | 70  | 20  | 16  | 118 |
| Frustration   | 296 | 60  | 80  | 82  | 9   | 8   | 55  |
| Boredom       | 327 | 59  | 73  | 78  | 22  | 6   | 82  |
| Delight       | 110 | 26  | 20  | 11  | 17  | 6   | 23  |
| Surprise      | 64  | 12  | 19  | 7   | 10  | 8   |     |
| Neutral       | 392 | 97  | 111 | 51  | 87  | 30  | 12  |

Note. Flow refers to Engagement/Flow.
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